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	Course Description Approximately 100 words: The course presents the fundamentals of probability theory and random processes needed 
by students in communications, signal processing, computer science and other disciplines. The students will discuss further on topics including; axiomatic probability theory; discrete and continuous random variables; functions of random variables; generating functions and transform methods; inequalities, bounds and large deviation theory; convergence and limit theorems; random processes; spectral representation; Gaussian processes; Poisson and birth-death processes; Markov chains; random walks, Brownian motion, diffusion and Ito processes.
	Course Goals and Objectives Approximately 100 words: At the end of this course, students should: 
1. Understand concepts of probability, conditional probability and independence.
2. Understand random variables and probability distributions.
3. Be familiar with some of the commonly encountered random variables, in particular the 
Gaussian random variable. 
4. Be able to obtain the distributions of functions of random variables.
5. Be able to relate probability theory to real statistical analysis. 
6. Understand moment generating and characteristic functions.
7. Understand and apply the inequalities often encountered in probability and statistics such 
as Jensen's and Chebyshev's inequality. 
8. Understand and apply large deviation theory and Chernoff's bounds.
9. Understand convergence of a sequence of random variables. This include the weak and 
strong laws of large numbers and the central limit theorem.  
10. Understand the classifications of random processes and concepts such as strict 
stationarity, wide-sense stationarity and ergodicity. 
11. Understand the concepts of correlation functions and power spectral density. 
12. Understand and apply Poisson, birth-death and renewal processes.
13. Understand Markov chains.
14. Understand Random walks and Brownian motion.
15. Understand and apply the concepts of filtering and prediction of a random process.
	Textbook Title Author Publisher Year of Publication etc: Probability and Random Processes 3rd Edition by Geoffrey R. Grimmett (Author), David R. Stirzaker (Author)
 
Probability, Statistics, and Random Processes for Engineers (4th Edition) by Henry Stark (Author), John Woods (Author)

	Reference: Introduction to Probability, Statistics, and Random Processes – August 24, 2014
by Hossein Pishro-Nik (Author)
 
Statistics of Random Processes II 2nd rev. and exp. ed. 2001 Edition by Robert S. Liptser (Author), Albert N. Shiryaev (Author)
	Course Requirements and Grades: MAIN EXAM OUT OF 100%
	Week 11: Poisson Process CONT.D
	Week 12: Birth and Death Process
	Week 13: SUMMARY AND REVISION
	Week 14: EXAMINATION
	Week 1: POINT ESTIMATION
	Week 2: THEORY OF SAMPLING
	Week 3: TEST OF HYPOTHESIS
	Week 4: NON PARAMETRIC TEST
	Week 5: MEDIAN TEST
	Week 6: INTRODUCTION TO STOCHASTIC PROCESSES
	Week 7: INTRODUCTION TO STOCHASTIC PROCESSES CONT.D
	Week 8: Markov chain
	Week 9: Markov chain CONT.D
	Week 10: Poisson Process


